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Using neural network models to predict the migration of
Sudanese university professors (2023-2032)

Abstract:

This study examines the method of artificial neural networks to predict the migration of
Sudanese university professors based on time series data for the period 2023-2032, indicating
the extent to which the accuracy of the predictions obtained is affected by the statistical models
used in the study to make strategic decisions based on these analyses. The study aimed to
discuss the importance of time series forecasting and how to use it on the time series under
study. In order to obtain an efficient statistical prediction model that gives accurate predictions
for the numbers of Sudanese university professors migrating, artificial neural networks (ANN)
were applied to the study data and a prediction model was built. According to the results
obtained, the ANN 2-9-1 model is the most suitable model for prediction. Through the values
of future predictions obtained using the chosen model ANN 2-9-1, the study concluded that
there is an increase in productivity during the coming years. We note that all prediction values
fall within confidence limits, which confirms the quality and validity of this model in
prediction. In light of these results, the study recommended adopting the chosen model ANN
2-9-1 in preparing future plans. The study also recommended that more accurate and larger
training data should be collected to improve the accuracy of predictions.

Keywords: prediction, time series, artificial neural networks, autocorrelation, partial
autocorrelation, Sudanese universities.
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Neural Network
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Algorithinms

Data Divisior: Randorm  (chivicdlerand)
Training: Levenberg-Marguardt  (toaindong
Performance: PMean Squared Error (rio0)
Calculatians: MEX

Progress
Epoch: o 13 iterations 1000
Tirme: 0:00:02
Performance: 293e+05 0.00
Gradient: 812e+05 1.00e-07
MM 0.,00100 1.00e+10
Validation Checks: o | 6
Plots
' . Performance ] (plotperform)
[ Training State ] (plottrainstate)
lis Error Histogram | (proterrhizt)
l Regressoon | (plotregression)
I Time-Series Response ] (plotresponse)
[ Enor Autocorrelonon ] (ploterrcorr)
[ Input-Error Cross-:onetatton ] (plotinerrcorr)
Plot Interval ') 1 epochs
v Validation stop
& Stop Traming || @ Cancel |
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MODEL MSE R
MLP 2-9-1 1.55003 0.999
MLP 2-10-1 4.23032 0.844
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Error Histogram with 20 Bins
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Mean Squared Error (mse)

Best Validation Performance is 0.069317 at epoch 3
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